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Toward a Reconstructive Understanding of Behavior:
A Response to Reese

Daniel Bullock
Boston University

I agree with Reese's (1996) conclu-
sions about the debt of neurobiology to
behavior analysis. As Von Frisch put
it, "Nothing in neurobiology makes
sense, except in the light of behavior."
But I disagree with Reese's conclu-
sions about the relevance of neurobiol-
ogy to psychology, and therefore to be-
havior analysis. At issue are both the
historical task of psychological science
and the research tactics that psycholo-
gists can fruitfully choose in 1996.

At the birth of modem experimental
psychology, there was little systematic
information about the robust behavior-
al characteristics of animals. There was
also little information about the nature
of the physical systems-the neural
systems-that are most responsible for
the radically different behavioral char-
acteristics observable across animal
phyla and species. There was no hope
of explaining even the few well-char-
acterized behavioral characteristics as
causal consequences of a well-under-
stood set of mechanisms working to-
gether in a specified environment.
Thus, one of the best paths to under-
standing other kinds of natural behav-
ior, namely as emerging from the in-
teractions of physical mechanisms
within physical contexts, was practi-
cally unavailable. It therefore made
sense to adopt a more abstract perspec-
tive vis-a-vis animal behavior, and to
focus on the autonomous task of pre-
cisely describing behavioral character-
istics, especially functional relations.
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The cost of this abstract tack was tem-
porary disconnection from understand-
ing by rigorous imaginative reconstruc-
tion via mathematical modeling of in-
teractions among neurobiological
mechanisms and other contributing
factors. Thus, there was also a discon-
nection from applications-such as
how to repair breakdowns or how to
build stable, intelligent machines-that
require the deeper understanding that
comes from imaginatively reconstruct-
ing a studied natural system with the
aid of a dynamic model.

Unlike Reese, I believe that the sit-
uation responsible for the "disconnec-
tion" at the birth of modem psychol-
ogy no longer exists. For many behav-
ioral characteristics, it is now practical
to conduct rigorous research on how
they emerge as causal consequences of
sets of brain mechanisms operating in
context. For that reason, I cannot agree
with Reese's conclusion that behavior
analysis "will not suffer if behavior
analysts ignore physiological process-
es" (p. 61). His conclusion rests on a
misreading of the state of neurobiolo-
gy, but also on overly restrictive views
of both the natural scope of physiology
and the place of behavior analysis in
modem science.

First, the fact that behavior analysts
who are ignorant of neurobiology can
make further progress by discovering
and documenting additional behavioral
characteristics of animals is no argu-
ment against the relevance of an un-
derstanding of neurobiological mecha-
nisms to behavior analysis. There now
exists a huge set of results of behavior
analyses, within which we may include
the behavioral characteristics docu-
mented by a hundred years of research
in cognitive psychology, social psy-
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chology, perceptuo-motor psychophys-
ics, and ethology. This set allows us to
pose and pursue an answer to the ques-
tion: What relatively small set of neu-
robiological mechanisms can-in the
combinations sampled by distinctive
species, and when embedded in life
contexts-generate the enormous set
of behavioral characteristics? If we can
answer this question, then we will have
answered the questions about human
nature (such as, what about human na-
ture makes us capable of generating
such a wide range of behaviors, typi-
cally well-adapted behaviors that are
often assembled with startling rapidi-
ty?) that attracted many of us to psy-
chology.
On the other hand, if we could not

answer such questions, then psycholo-
gy would remain a loose collection of
rules of thumb, of demonstrations of
"effects," and of many alternative ide-
ologies, each with its own theories of
how more complex behavioral phe-
nomena are derived from simpler phe-
nomena. The reason that neurobiolog-
ical methods alone cannot formulate
correct theories was well stated by Von
Frisch (quoted above). The reason that
behavior-analytic methods alone are
also insufficient for characterizing the
physical bases of human behavioral
characteristics is that it is often impos-
sible to choose, from among the many
functionally equivalent alternatives
possible in principle, just that complex
of mechanisms that is actually being
used. Indeed, if the set of alternatives
were truly proposed with no guidance
from neurobiological data, it is un-
thinkable that any of the alternatives
would be correct. Although we may
use this as a basis for criticizing free-
floating cognitive theories, it is no ba-
sis for eschewing physically grounded
theories. To make it such would be to
retard psychology's movement toward
the kind of grand syntheses exempli-
fied by modern genetics and embryol-
ogy.
A concrete example shows the prac-

ticality of rigorously studying how in-
teractions among small sets of neuro-

biological mechanisms can explain
behavioral characteristics. In Reese's
survey of neurobiology, he gives a
prominent place to a paper by Thomp-
son (1986), which reported the state of
the art, in 1986, of attempts to discover
the neurobiological mechanisms re-
sponsible for the classically condi-
tioned nictitating membrane response
(NMR) in rabbits. A torrent of relevant
research in the decade since 1986 has
validated many aspects of Thompson's
circuit model, and for 6 years my col-
leagues and I have been conducting
computer simulation studies based on
a set of mathematical models of vari-
ous updated versions of the circuit,
with a focus on the cerebellum. The
cerebellum was firmly established as a
critical element in adaptive timing of
conditioned NMRs in experiments by
Steinmetz (1990), who showed that di-
rect stimulation of two classes of fibers
that converge on cerebellar Purkinje
cells, namely parallel fibers and climb-
ing fibers, could, for purposes of learn-
ing with the correct interstimulus in-
terval, serve as substitutes, respective-
ly, for externally presented conditioned
(CS) and unconditioned (US) stimuli.
In addition, tremendous strides have
been made in the last 5 years regarding
Purkinje cell biophysics. Based on
these neurobiological results and a
wide range of behavioral experimental
results, we (Bullock, Fiala, & Gross-
berg, 1994; Fiala, Grossberg, & Bul-
lock, 1995) have shown that a meta-
physically gapless, physical explana-
tion can be given of adaptive timing
properties of the molar behavior-trial-
by-trial changes in the timing and to-
pography of the conditioned NMR-in
terms of a neural macrocircuit whose
function as an adaptive timing circuit
critically depends on details of an in-
tracellular biochemical cascade now
known to exist in Purkinje cells. In par-
ticular, the model shows how gluta-
mate released by parallel fibers (and
indicating CS onset) can have both
immediate and delayed effects on Pur-
kinje cells through ionotropic and me-
tabotropic channels, respectively. The
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delayed effects mediated by the meta-
botropic channels give ensembles of
Purkinje cells the competence to detect
correlations between CS events and the
US events that may occur seconds lat-
er, as required for learning to produce
a conditioned response timed to begin
just before the expected onset of the
US. This mechanistic, neural-network
explanation comes in the form of a
mathematical (differential equation)
model capable of making detailed pre-
dictions regarding the way that behav-
ior and learning evolve through time.
Learning (definable here as a normally
adaptive, experience-dependent physi-
cal modification of the neural system)
occurs through protein phosphoryla-
tion of both the ionotropic (AMPA)
channel and a calcium-dependent po-
tassium conductance. This new model
shows how known processes, studied
separately by many different neuro-
biologists, can interact to serve adap-
tive timing. Though it awaits experi-
mental test, the model can be seen as
a further elaboration of the well-sup-
ported circuit model of Thompson
(1986). But the key fact is that many
such psychological (molar behavior ex-
plaining!) models are showing steady
growth in scope, and can be formulated
with such detail, thanks to the huge da-
tabases on neurobiological mecha-
nisms and behavioral characteristics.
Our treatment has the elements

promised above: We show that a wide
range of behavioral characteristics that
have been reported in different condi-
tioning studies can be seen as "signa-
tures" of a circuit that includes the cer-
ebellum as a critical element. Because
the same basic cerebellar circuit has
been implicated in many varieties of
motor learning not usually treated as
examples of classical conditioning, the
common mechanism allows linkage of
a very large set of behavioral operating
characteristics not previously linked on
behavioral grounds alone. Also, the ex-
planation is not "reductionist" in any
meaningful sense. In a "neural dynam-
ics" account, the physical context and
the action-perception cycles that it

makes feasible are key to the experi-
ence-dependent morphogenesis of the
neural network, and therefore of be-
havior. Neither the global behavioral
characteristics nor the behaviors them-
selves are claimed to be preformed in
any of the neural mechanisms as such
(see Bullock, 1987, for more on non-
reductionist explanations of intelligent
behavior). In fact, it becomes clear
from studying behaviors as literally
"net cellular effects" that all instances
of the kinds of behavior that are focal
for behavior analysts are creative as-
semblages (as Chomsky once argued,
but with an unnecessary restriction to
complex verbal behavior).

Conclusion
A grand synthesis of neurobiology

and behavior analysis (including cog-
nitive psychology, social psychology,
and psychophysics) is well underway.
Within the span of the research careers
of today's scientists, we will have pre-
cise mechanistic explanations of a very
large set of normal and abnormal be-
havioral characteristics within a unified
theoretical framework (i.e., with a
much smaller number of fundamental
mechanisms than of behavioral char-
acteristics explained). This synthesis
should eliminate the last vestiges of
metaphysical dualism (e.g., the covert
dualism in the claim that behavior and
physiology are corresponding events in
separate universes of discourse). Our
growing experience at fusing neuro-
biology and psychology will take us
from seeing double to seeing one thing,
in vibrant depth.
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